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THE NEWS ABOUNDS WITH ARTI-
CLES ON THE PROMISES — AND 
PERILS — OF GENERATIVE AI (GENAI) 
APPLICATIONS like ChatGPT, which 
create text or other content based on 
patterns learned from their train-
ing input. Depending on the writer’s 
perspective, the future appears to be 
either utopian or dystopian in nature. 
But, as is usually the case, the truth 
falls somewhere in between: GenAI is 
a tool that has both benefits and risks. 
And regardless of one’s viewpoint, 
the genie is already out of the bottle. 
GenAI applications are in widespread 
use, and billions of dollars are being 
invested in further development of 
this technology. The legal profession is 
not immune from these developments. 
Lawyers are already using GenAI for 
research and drafting purposes, and 
vendors are incorporating GenAI into 
eDiscovery tools as well. Its uses will 
only continue to proliferate.

Increasingly, judges are issuing indi-
vidual standing orders that require 
litigants to disclose their use of GenAI 
and to submit certifications about 
their efforts to verify the accuracy 
of factual representations and case 
authority cited when using GenAI. 
Judges unquestionably have the inher-
ent authority to issue orders and 

guidelines governing what parties can 
do in the cases pending before them, 
but little guidance has been offered 
on the use of GenAI in the justice sys-
tem. While the impulse underlying the 
imposition of these standing orders is 
understandable — even commendable 
— real disadvantages can result. For 
example, some orders have been vague 
and ambiguous about the technologies 
they cover. Others have been overly 
broad — sweeping into their scope AI 
applications that do not produce final 
work product and that do not suffer 
from GenAI’s propensity to “halluci-
nate” and generate erroneous output. 
Such orders can also infringe on attor-
ney work product and may discourage 
the use of technology that might oth-

erwise increase access to justice and 
reduce costs. And given the speed 
with which judges are issuing these 
orders, there has been a lack of con-
sistency, which only adds to confusion 
and imposes additional burdens and 
costs on litigants who must — on pain 
of being sanctioned — make sure they 
know whether such an order governs 
and, if so, to adhere to it. 

In this article, we outline what led 
to this judicial response, describe the 
various standing orders issued thus 
far, outline some of the concerns they 
raise, and discuss the technical issues 
and solutions currently available or on 
the horizon. Finally, we propose what 
we believe to be a better alternative: 
public notice and/or consistent, court-
wide rules that are enacted following 
publication and public comment. 

The Shot Heard ’Round the World: 
The Botched GenAI Filing 
Alarms went off on May 27, 2023, when 
The New York Times reported that a 
court had issued an Order to Show 
Cause why plaintiff’s counsel should not 
be sanctioned for papers they filed in 
opposition to a motion to dismiss1 that 
were “replete with citations to non- 
existent cases.”2 The court asserted 
that “[s]ix of the submitted cases [in 
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the opposition papers] appear[ed] to 
be bogus judicial decisions with bogus 
quotes and bogus internal citations.”3 It 
turned out that one of the attorneys in 
question had used ChatGPT to perform 
legal research, “a source that ha[d] 
revealed itself to be unreliable.”4 

In the immediate aftermath, sev-
eral courts proactively issued standing 
orders to prevent such events in their 
own courtrooms. Just three days 
later, on May 30, 2023, Judge Brantley 
Starr of the U.S. District Court for the 
Northern District of Texas was the 
first to issue such a standing order.5 
He requires attorneys and pro se lit-
igants appearing before him to file 
— on appearance in his court — a cer-
tificate indicating whether any portion 
of their filings would be drafted using 
GenAI tools. The standing order states 
in relevant part: 

All attorneys and pro se litigants 
appearing before the Court must, 
together with their notice of 
appearance, file on the docket a 
certificate attesting either that no 
portion of any filing will be drafted 
by generative artificial intelligence 
(such as ChatGPT, Harvey.AI, or 
Google Bard) or that any language 
drafted by generative artifi-
cial intelligence will be checked 
for accuracy, using print report-
ers or traditional legal databases, 
by a human being. . . . Any party 
believing a platform has the req-
uisite accuracy and reliability for 
legal briefing may move for leave 
and explain why. Accordingly, the 
Court will strike any filing from 
a party who fails to file a certifi-
cate on the docket attesting that 
they have read the Court’s judge- 
specific requirements and under-
stand that they will be held 
responsible under Rule 11 for the 

contents of any filing that they 
sign and submit to the Court, 
regardless of whether generative 
artificial intelligence drafted any 
portion of that filing.

A week later, on June 6, 2023, Judge 
Michael M. Baylson of the U.S. District 
Court for the Eastern District of 
Pennsylvania issued an order requir-
ing attorneys and pro se litigants to 
disclose the use of AI in drafting plead-
ings.6 His order, however, was not 
limited to GenAI tools; rather, it refer-
enced AI tools in general. His standing 
order stated:

If any attorney for a party, or a 
pro se party has used Artificial 

Intelligence (“AI”) in the prepa-
ration of any complaint, answer, 
motion, brief, or other paper filed 
with the Court, and assigned to 
Judge Michael M. Baylson, MUST, in 
a clear and plain factual statement, 
disclose that AI has been used in 
any way in the filing, and CERTIFY, 
that each and every citation to the 
law or the record in the paper, has 
been verified as accurate.7

Two days after that, on June 8, 2023, 
Magistrate Judge Gabriel A. Fuentes of 
the U.S. District Court for the Northern 
District of Illinois revised his standing 
order for civil cases,8 to provide the 
following:

The Court has adopted a new 
requirement in the fast-growing 
and fast-changing area of gener-
ative artificial intelligence (“AI”) 
and its use in the practice of law. 
The requirement is as follows: 
Any party using any generative AI 
tool to conduct legal research or 
to draft documents for filing with 
the Court must disclose in the filing 
that AI was used, with the disclo-
sure including the specific AI tool 
and the manner in which it was 
used. Further, Rule 11 of the Federal 
Rules of Civil Procedure contin-
ues to apply, and the Court will 
continue to construe all filings as 
a certification by the person sign-
ing the filed document and after a 
reasonable inquiry, of the matters 
set forth in the rule, including but 
not limited to those in Rule 11(b)
(2). . . . Just as the Court did before 
the advent of AI as a tool for legal 
research and drafting, the Court 
will continue to presume that the 
Rule 11 certification is a represen-
tation by filers, as living, breathing, 
thinking human beings, that they 

The solution 
proposed — 
a mosaic of 
inconsistent, 
individual standing 
orders — is not 
the best means to 
solve the problem, 
especially when 
existing rules can 
address the conduct 
at issue, and other 
institutions are 
better positioned 
to develop a more 
nuanced response.

Published by the Bolch Judicial Institute at Duke Law. Reprinted with permission. 
© 2023 Duke University School of Law. All rights reserved. JUDICATURE.DUKE.EDU



Judicature 71

u

themselves have read and analyzed 
all cited authorities to ensure that 
such authorities exist and that the 
filings comply with Rule 11(b)(2). 

On the same day, Judge Stephen 
Alexander Vaden of the U.S. Court of 
International Trade issued a standing 
order9 not only requiring the disclosure 
of any GenAI program used for draft-
ing but also requiring a representation 
that the use of such an application had 
not resulted in the disclosure of confi-
dential or proprietary information to 
any unauthorized party. The relevant 
language of his order provides that:

Because generative artificial intel-
ligence programs challenge the 
Court’s ability to protect confi-
dential and business proprietary 
information from access by unau-
thorized parties, it is hereby:
ORDERED that any submis-

sion in a case assigned to Judge 
Vaden that contains text drafted 
with the assistance of a genera-
tive artificial intelligence program 
on the basis of natural language 
prompts, including but not limited 
to ChatGPT and Google Bard, must 
be accompanied by:

(1) A disclosure that identifies 
the program used and the specific 
portions of test that have been so 
drafted;

(2) A certification that the use of 
such program has not resulted in 
the disclosure of any confidential 
business proprietary information 
to any unauthorized party; and it is 
further
ORDERED that, following the fil-

ing of such notice, any party may 
file with the Court any motion 
provided for by statute or the 
Rules of the Court of International 
Trade seeking any relief the 

party believes the facts disclosed 
warrant.10  

Not long thereafter, several Canadian 
courts followed suit. On June 23, 2023, 
the Court of King’s Bench of Manitoba 
issued a Practice Direction on the 
Use of Artificial Intelligence in Court 
Submissions, advising that “when arti-
ficial intelligence has been used in the 
preparation of materials filed with the 
court, the materials must indicate how 
artificial intelligence was used.”11 Three 
days later, the Supreme Court of Yukon 
issued Practice Direction General-29 on 
the Use of Artificial Intelligence Tools,12 
which directed that “if any counsel or 
party relies on artificial intelligence 
(such as ChatGPT or any other artificial 
intelligence platform) for their legal 
research or submission in any matter 
and in any form before the Court, they 
must advise the Court of the tool used 
and for what purpose.” Law360 Canada 
has reported that the Supreme Court 
of Canada “is among the courts mulling 
whether and what practice direction to 
issue to counsel and litigants about the 
use of artificial intelligence (AI) tools 
in the preparation of Supreme Court 
materials.”13

Bringing Cannons to a 
Sword Fight: Are the Courts 
Overreacting? 
We can certainly appreciate why 
courts throughout North America 
reacted swiftly and decisively to the 
GenAI mishap in the Southern District 
of New York — which, regrettably, was 
repeated again in a filing in the Tenth 
Court of Appeals in Waco, Texas, where 
an appellate brief contained “fabri-
cated and non-existent citations.”14 No 
judge wants to discover that “[n]one of 
the three published cases cited actually 
exist in [a] [r]eporter,” and that “[e]ach 
citation provide[d] the reader a jump-

cite into the body of a different case 
that ha[d] nothing to do with the prop-
osition”15 for which it was cited. But, 
we suggest that the solution proposed 
— a mosaic of inconsistent, individ-
ual standing orders — is not the best 
means to solve the problem, especially 
when existing rules can address the 
conduct at issue, and other institutions 
are better positioned to develop a more 
nuanced response.

We do not believe the courts that 
issued standing orders and practice 
directives intended to sow chaos or 
hamper innovation, but the result has 
been a lack of clarity and greater fear. 
Many different GenAI and other AI 
technologies exist, and some orders 
are not explicit about which tech-
nology use must be reported. For 
example, if a lawyer drafts a brief and 
uses Grammarly16 to edit and revise 
their prose, does this need to be dis-
closed? Many online legal research 
databases already employ AI features 
for natural-language querying.17 Must 
the use of such tools be reported, 
even though there is no risk of fake 
citations? And at what point does 
this reporting requirement begin to 
infringe on attorney work product and 
legal strategy?

Moreover, the landscape of poten-
tially reportable GenAI applications 
is constantly changing. Most search 
engines18 and word-processing sys-
tems,19 for example, will soon embed 
the use of large language models 
(LLMs), a type of GenAI trained on mas-
sive data sets to recognize, translate, 
predict, or generate text in a human-
like fashion. Rules of civil procedure 
should be technology-neutral and 
should not have to be revised with the 
introduction of each new technological 
development. No one can predict what 
the legal technology environment will 
look like two years from now, but 
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the use of GenAI will almost surely be 
ubiquitous.

The legal profession is already suffi-
ciently risk averse and technologically 
backward. These orders will impede 
innovation and chill the use of tech-
nology that could not only enable 
unrepresented parties to access the 
justice system, but also reduce the time 
and cost for those who can afford rep-
resentation. We need a solution better 
tailored to the problem.

But first, it may be worth taking some 
time to better understand the prob-
lem itself. Below we briefly discuss the 
history of and technology underlying 
GenAI tools. The interested reader is 
referred to our forthcoming article, 
The GPT Judge: Justice in a Generative 
AI World,20 for more detail.

Friend or Foe?: The Origins and 
Perils of GenAI
GenAI systems use deep-learning algo-
rithms based on neural networks21 to 
model written language, speech, music, 
or other pattern-based media. Typically, 
these systems are trained on vast col-
lections of human-generated material 
— typically scraped from the internet 
— and then generate new work using 
the properties identified in the train-
ing dataset. GenAI systems can also be 
tuned to specific tasks. For example, 
one can fine-tune an AI model on the 
available artwork of a single artist and 
then generate thousands of new works 
in that style, potentially flooding the 
market with synthetic competition. 
Or the fine-tuning can be to a particu-
lar goal. One could, for example, train 
an LLM to write newspaper editorials 
from a particular political perspective. 
Some researchers and commercial 
entities have already developed spe-
cial-purpose GenAI for conducting 
legal research or generating legal 
pleadings.22 

Recent technological advances have 
allowed much faster training of these 
models, as has the availability of larger 
training datasets, which explains what 
has appeared to be this technology’s 
sudden emergence. In fact, ChatGPT, 
which incorporates OpenAI’s GPT 3.5 
model, is simply the latest in a series 
of generative pre-trained (GPT) LLMs 
that were introduced in early 2018.23 
Similarly, visual models like Dall-E 2, 
Midjourney, and Stable Diffusion are 
built upon previous models dating back 
to the early 2010s. Perhaps the primary 
reason for the recent emergence of 
so many such models is commercial: 
Corporations like Microsoft, Google, 

OpenAI, and Meta are all trying to 
claim market dominance and have been 
rushing GenAI products to market.

From the perspective of the courts, 
the most important new developments 
in GenAI are LLM-based tools that, 
in response to a prompt, can gener-
ate text to fulfill the demands of that 
prompt. For example, a litigant might 
request that a tool “draft a complaint 
about a neighbor’s noisy dog,” or “find 
me a dog-noise case from Tennessee.” 
Respectively, these tools will respond 
with a fully written complaint, or text 
that appears akin to a case citation.

Such instruments have the potential 
to exponentially expand efficiency and 
access to justice by reducing the time 
and expertise necessary to research 
and draft court filings. However, the 
goal of these LLMs is neither accu-
racy nor logical forms of argument per 
se, and they can be quite confident in 
presenting misinformation such that 
inaccuracies or fake case citations may 
nevertheless appear convincing. We 
address each challenge in turn.

How Does GenAI Sabotage the 
Truth?
One basic goal of GenAI is to model 
a style or a genre, like writing new 
poems in the style of Walt Whitman, 
or creating a satisfying werewolf 
romance story. These systems were 
not designed with accuracy as a goal, 
and they were not meant to engage in 
logical reasoning. Indeed, their primary 
purpose was to create new content. 
GPT methods sample from a proba-
bility distribution of relevant words 
and phrases, and while there may be 
some bias toward truthful results 
— to the extent the truth is more com-
mon among the sources from which 
GenAI draws — the model itself is 
unable to separate fact from fiction.24 
Newer LLMs attempt to create more 

The reason why 
ChatGPT 3.5 
consistently correctly 
associates Obergefell 
v. Hodges with the 
topic of same-
gender marriage 
is because the 
case is repeatedly 
mentioned in 
thousands of 
sentences about 
that subject in its 
training data, but 
citations to less 
well-known cases 
are less likely to be 
properly cited.

Published by the Bolch Judicial Institute at Duke Law. Reprinted with permission. 
© 2023 Duke University School of Law. All rights reserved. JUDICATURE.DUKE.EDU



Judicature 73

trustworthy content, but building in 
accurate citations and proper legal rea-
soning is a tall order.

This inability becomes especially 
problematic when one attempts to per-
form legal research using GenAI tools 
not built for that purpose. ChatGPT 3.5 
routinely cites irrelevant or nonexis-
tent cases, alongside relevant or real 
ones, because it is trying to fit the pat-
tern of how one writes about the law; 
it is not necessarily trying to tell a true 
story. For example, in response to the 
prompt “find me a dog-noise case from 
Tennessee,” ChatGPT 3.5 provided a 
response that claimed to be based on a 
Tennessee dog-noise case but actually 
miscited to a 2018 Texas Supreme Court 
medical-malpractice case (Benge MD 
PLLC v. Williams, Case No. 14-1057 (Tex. 
2018)). And, when asked to write about 
the Benge case in the style of a news-
paper article, ChatGPT 3.5 continued 
this incorrect pattern (“In a recent legal 
ruling, the Tennessee Court of Appeals 
addressed a contentious dispute 
between neighbors over incessant dog 
barking. The case of Benge v. Williams 
shed light on the complex issue of noise 
nuisances caused by pets and their 
potential impact on neighbors’ quiet 
enjoyment of their property.”).

The phenomenon at issue here, 
referred to as AI “hallucinations,” is 
to be expected of LLMs; indeed, many 
consider it a feature rather than a bug. 
Recall that the training goal of LLMs 
is to emulate the textual style of the 
training dataset. Adding the word “not” 
or removing “only,” for example, does 
not much change the overall fluency 
and apparent reasonableness of an 
LLM-generated sentence — but obvi-
ously can change the legal meaning 
dramatically. Similarly, a sentence in a 
GenAI-drafted legal brief may still fit 
the general structure of the text upon 
which the model was trained, regard-

less of whether the citations found in 
it are related to the subject. The reason 
why ChatGPT 3.5 consistently cor-
rectly associates Obergefell v. Hodges25 
with the topic of same-gender mar-
riage is because the case is repeatedly 
mentioned in thousands of sentences 
about that subject in its training data, 
but citations to less well-known cases 
are less likely to be properly cited.26 
Even cases referenced in Wikipedia 
articles (such as Judge Grimm’s Mancia 
v. Mayflower Textile Services Co. opin-
ion),27 can be misconstrued by ChatGPT 
3.5. It claims that briefs citing that 
opinion focus on overtime pay and 
labor standards (the overall subject of 
Mancia), when, in fact, Judge Grimm’s 
ruling focused on the parties’ failure 
to cooperatively engage in the discov-
ery process in violation of Fed. R. Civ. 
P. 26(g), the proposition for which the 
case has frequently been cited.

Newer or more purpose-built GenAI 
systems may eventually ameliorate 
this concern. For example, they can be 
trained to detect when a user is seek-
ing a case citation and add a verification 
step to ensure valid and appropri-
ate output. Also, as mentioned earlier, 
GenAI systems are now being built 
specifically for the purpose of legal 
research. For the time being, however, 
pro se filers will likely not have access 
— and may never have access — to the 
paid databases and specialized technol-
ogies used by lawyers and will instead 
turn to free, general-purpose GenAI 
systems (like ChatGPT 3.5). 

Why Is GenAI so Good at 
Camouflage?
GenAI is hard to detect because its  
creators’ primary goal was to develop a 
tool that would model the style of ordi-
nary language, and because the models 
on which GenAI is based have quickly 
gotten better and massively more 

complex. In particular, GenAI systems 
are now trained on larger and larger 
datasets — of largely unknown prove-
nance — which include many different 
types of writing, languages, and levels 
of fluency. Training datasets typically 
include publicly available news sources, 
Wikipedia articles, government docu-
ments, Reddit posts, and much more. 
Since this training data includes many 
different styles of writing, the models 
learn the common and distinctive pat-
terns of these various forms, and, on 
the surface, can convincingly mimic 
human-generated content.28

GenAI systems also make use of 
humans to identify when they create 
unconvincing (or unacceptable) out-
puts. This approach, Reinforcement 
Learning with Human Feedback (RLHF), 
allows the parameters of the model — a 
special kind of variable set during the 
training process — to be tuned so that it 
will create more believable (or accept-
able) outcomes. A similar approach, 
Generative Adversarial Network (GAN),  
mimics a game between two AI par-
ticipants. One GAN player generates 
new material, and then another 
attempts to discern what is fake and 
what is authentic by giving mathemat-
ical feedback to the generator, which 
updates and improves its output. This 
iterative process continues until the 
generator no longer improves. The 
better the distinguisher gets, the bet-
ter the content generator gets, which 
explains why GenAI content can be 
hard to distinguish from human-gen-
erated content.29 Some automated 
tools have sought to identify whether 
certain text is the output of an LLM or 
a human. LLMs often provide text that 
is more “unsurprising,” in a mathe-
matical sense, than text generated by 
humans (that is, the individual words 
in sentences are each, on average, 
more likely to occur in text written by 
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humans). This property can be used to 
detect AI-generated text.30 However, 
in a recent experiment, one such tool 
incorrectly identified text written 
by nonnative English-speaking stu-
dents (NNES) as having been crafted by 
GenAI. The smaller vocabularies and 
simpler sentence structure used by the 
NNES were flagged as hallmarks of AI 
generation.31 Even OpenAI, the private 
company responsible for the creation 
of ChatGPT, recently withdrew its 
ChatGPT detection tool (GPTZero) for 
lack of accuracy.32 

Other detection innovations have 
been suggested — for example, water-
marking (i.e., hiding an invisible 
identifying marker in GenAI-produced 
text) that could allow one to later 
search for such an indicator in the 
text. However, since most LLMs do 
not watermark their output, one could 
simply use such an LLM as the last 
step in the creation process, asking 
the unmarked LLM to paraphrase the 
output of the watermarked LLM.33 The 
fact is, those intent on mischief will 
always find ways to circumvent water-
marks. Unfortunately, the arms race 
between content creators and detec-
tors will continue, with no reason to 
believe that the typically less well- 
resourced content detectors will win.

Is There a Sufficient Arsenal of 
Weapons?: Existing Tools for 
Judges

Federal Rule of Civil Procedure 11
Part of our concern about the use of 
individual standing orders to regulate 
GenAI usage is that they impose on 
parties and litigants obligations that 
already apply under existing rules of 
civil practice and procedure and/or 
ethical obligations presently imposed 
on lawyers by state rules of profes-
sional responsibility. Most notably, 

Rule 11 requires that all pleadings, 
motions, and other papers filed in civil 
cases be signed by a lawyer or, if the 
party is not represented by counsel, by 
the party themselves, and that signa-
ture carries with it certain assurances 
— assurances that render many of the 
recently AI-focused standing orders 
redundant.

Failure to sign a pleading obligates 
the court to strike the filing unless the 
omission is “promptly corrected after 
being called to the attorney’s or party’s 
attention.”34 The individual’s signature 
on the pleading makes several specific 
representations to the court — namely, 
that “whether by signing, filing, sub-
mitting, or later advocating” what the 
pleading discusses, the “attorney or 
unrepresented party certifies that to 
the best of the person’s knowledge, 
information, and belief, formed after 
an inquiry reasonable under the cir-
cumstances,”35 that (1) it is not being 
presented for any improper purpose, 
like “to harass, cause unnecessary 
delay, or needlessly increase the cost of 
litigation”; (2) claims, defense, and legal 
contentions are “warranted by exist-
ing law or by a nonfrivolous argument 
for extending, modifying or revers-
ing existing law or for establishing 
new law”; (3) “the factual contentions 
have evidentiary support or, if spe-
cifically so identified, will likely have 
evidentiary support after a reasonable 
opportunity for further investigation 
or discovery”; and (4) “the denials of 
factual contentions are warranted on 
the evidence, or if specifically so iden-
tified, are reasonably based on belief or 
a lack of information.”36 

Lawyers or pro se litigants who 
blindly rely on factual contentions 
taken from GenAI applications or 
who rely on — without independently 
confirming — cases cited by such appli-
cations clearly have failed to conduct a 

reasonable inquiry, are filing a plead-
ing that likely will cause unnecessary 
delay or increase litigation costs, are 
stating facts not based on existing law, 
and are presenting factual arguments 
without evidentiary support. The con-
sequences of violating Rule 11 can be 
severe. A court may sanction any law-
yer, law firm, or party that violated  
the rule or is responsible for it having 
been violated. 

Thus, the standing orders described 
above appear to be redundant. If the 
consequences of failing to comply 
with Rule 11 do not adequately deter 
the conduct that courts have criticized 
regarding the use of GenAI, it is hard 
to imagine what additional deterrence 
a judge’s individual standing order 
would lend. 

Federal Rule of Civil Procedure 26(g)
On its face, Rule 11 applies only to 
pleadings, motions, and other “papers” 
and is inapplicable to discovery.37 But 
this does not mean that there are no 
procedural impediments to a lawyer 
improperly using GenAI during the dis-
covery phase of a civil case. Indeed, Rule 
26(g)(1), which applies to “disclosures 
and discovery requests, responses, and 
objections,” in civil cases also requires 
that every discovery-related disclo-
sure, request, response, or objection 
must be signed by an attorney or party, 
if unrepresented.

As with Rule 11, the Rule 26(g)(1) 
signature “certifies that to the best 
of the person’s knowledge, infor-
mation, and belief formed after a 
reasonable inquiry” that: the disclo-
sure is complete and correct as of the 
time it was made; and that a discov-
ery request, response, or objection is  
(a) consistent with the discovery rules 
and warranted by existing law (or a 
nonfrivolous argument for extend-
ing, modifying, or reversing existing 
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law, or establishing new law), (b) is 
not interposed for an improper pur-
pose (such as harassing an opponent, 
imposing unnecessary delay, or need-
lessly increasing the cost of litigation), 
and (c) is neither unreasonable nor 
unduly burdensome or expensive, 
considering the needs of the case, the 
amount in controversy in the case, and 
the importance of the issues at stake 
in the litigation.38 If a party or attor-
ney omits the required signature, the 
opposing counsel or party is under no 
duty to act on the discovery matter 
until it is signed, and the court must 
strike the unsigned discovery mate-
rial unless the signature is promptly 
supplied when called to the attention 
of the lawyer or party. If a certification 
violates Rule 26(g), the offending law-
yer and or party may be sanctioned.39

Accordingly, lawyers or parties who 
violate Rules 11 and 26(g) in connec-
tion with their use of GenAI in civil 
litigation are already subject to sanc-
tions that can be strong medicine 
— depending on the extent of the vio-
lation — regardless of whether the 
presiding judge has issued their own 
standing order concerning the use of 
GenAI. Moreover, if widespread pub-
lic humiliation over being sanctioned 
by a court for committing this kind 
of error is insufficient disincentive, 
the Rules of Professional Conduct 
also impose independent ethical obli-
gations to refrain from the types 
of misconduct that have led courts 
to adopt standing orders prohibit-
ing or regulating the use of GenAI 
applications.

American Bar Association Model 
Rules of Professional Conduct 1.1 
Comment [8], 3.3, and 1.6  
(and Their State-Law Equivalents)
All attorneys are required to be 
licensed by the states or provinces in 

which they practice, and each jurisdic-
tion has adopted rules of professional 
conduct that lawyers must follow, 
lest they be sanctioned or have their 
license suspended or revoked. In addi-
tion, almost all (at least in the U.S.) 
follow or are guided by the American 
Bar Association’s (ABA’s) Model Rules 
of Professional Conduct. Three of the 
Model Rules impose ethical duties rel-
evant to the improper use of GenAI.

Model Rule 1.1 requires lawyers to 
provide clients with competent rep-
resentation, which “requires . . . legal 
knowledge, skill, thoroughness, and 

[reasonably necessary] preparation.”40 
Comment [8] to Rule 1.1 provides that, 
“[t]o maintain the requisite knowledge 
and skill, a lawyer should keep abreast 
of changes in the law and its practice, 
including the benefits and risks asso-
ciated with relevant technology.”41 
GenAI is clearly a relevant technology 
to the practice of law today, and law-
yers must understand its strengths 
and weaknesses to provide competent 
representation.

Model Rule 3.3 imposes an ethical 
obligation to demonstrate candor to 
courts and other tribunals and prohib-
its “mak[ing] a false statement of fact 
or law . . . or fail[ing] to correct a false 
statement of material fact or law previ-
ously made.”42 Citing nonexistent case 
law or misrepresenting the holdings of 
a case is making a false statement to a 
court. It does not matter if GenAI told 
you so.

Model Rule 1.6 prohibits lawyers 
from “reveal[ing] information relat-
ing to the representation of a client” 
without obtaining informed consent.43 
Entering confidential client infor-
mation into a publicly available, 
third-party chatbot is inconsistent 
with this duty. 

A lawyer who does not adequately 
understand the risks inherent in using 
GenAI, and who fails to independently 
verify the accuracy of factual matters 
and/or legal authority obtained from 
GenAI, has failed to represent their cli-
ent competently. Moreover, a lawyer 
who uses factual information or legal 
authority obtained from GenAI in a 
pleading without independently con-
firming its accuracy fails to adhere to 
the obligation of candor to the court 
if those representations turn out to be 
false. Similarly, a lawyer who discloses 
information about the representation 
of a client to prompt a search using 
GenAI, without first having explained 

Lawyers or parties 
who violate Rules 
11 and 26(g) in 
connection with 
their use of GenAI 
in civil litigation are 
already subject to 
sanctions that can 
be strong medicine 
— depending on 
the extent of 
the violation — 
regardless of 
whether the 
presiding judge 
has issued their 
own standing order 
concerning the 
use of GenAI.
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the risks and obtained consent, has 
failed to properly maintain confiden-
tiality. To the extent the jurisdiction 
in question has adopted these model 
rules — or even the gist of them — 
none of these duties is likely to require 
a separate certification. 

A judge who determines that a law-
yer has used GenAI in a manner failing 
to conform with their ethical duties 
can refer the lawyer to the relevant 
licensing authority, and that body 
will likely initiate an ethics investiga-
tion that could result in sanctions, up 
to and including loss of their license 
to practice. Therefore, lawyers who 
engage in GenAI-associated miscon-
duct risk more than the wrath of a 
single judge — they put their ability to 
practice law at risk. Bar associations 
and law societies should provide guid-
ance and education to their members 
and remove this burden from individ-
ual judges.

Viewed both individually and collec-
tively, existing rules of civil practice 
and procedure and ethical codes of 
conduct already provide adequate 
deterrence to the misuse of GenAI 
in litigation, and, if violated, provide 
sanctions that are at least as severe — 
if not more so — than can be imposed 
for failing to comply with a court’s 
individual standing order. 

An Olive Branch: Public Notice 
and/or Local Rules 
We believe that individualized stand-
ing orders are unnecessary, create 
unintended confusion, impose unnec-
essary burden and cost, and deter the 
legitimate use of GenAI applications 
that could increase productivity and 
access to justice. We do not, however, 
suggest that judges and courts should 
sit by idly and avoid engaging with 
issues regarding the use of GenAI in 
the justice system. Rather, if district 

courts feel the need to address this 
issue, they can issue local rules that 
apply court-wide.44 A well-crafted 
local rule governing the use of GenAI 
tools, adopted after publication and 
public comment, is more likely to 
address definitional and scope issues 
in a nuanced way and expose any unin-
tended adverse consequences. 

There is certainly no harm in individ-
ual judges including in their standing 
orders a warning to litigants about the 
risks inherent in using GenAI and the 
consequences of misrepresentations 
to the court. But, as mentioned ear-
lier, sufficient deterrence may already 
exist. For the benefit of pro se liti-
gants, in particular, courts can give 
notice to the public in general (e.g., on 
their websites) that the use of GenAI 
tools in connection with court filings 
must be consistent with the obliga-
tion to verify the accuracy of factual 
and legal representations, including 
validating all citations, and explain 
the potential sanctions for failure to 
do so. Additionally, we see no prob-
lem with requiring pro se litigants to 
disclose whether they have had any  
GenAI assistance in drafting their  
court filings. This would be similar 
to the mandates already imposed by 
certain state and local bar ethics com-
mittees that require either an attorney 
who has provided assistance to a party 
in drafting a court filing, but who  
has not entered an appearance as coun-
sel for that party, to disclose to the 
court the assistance they provided, or 
for the pro se litigant to disclose that 
they received assistance in drafting 
the filing.45

It is evident that the use of AI 
applications — and GenAI in particu-
lar — will be increasingly common in 
the court system. However, we urge 
caution and restraint in imposing 
additional disclosure and certifica-

tion obligations — particularly when 
the scope of such requirements may 
be overbroad or ambiguous — which 
impose unnecessary and inconsistent 
burdens on litigants. It is possible, in 
this instance, that honey may work 
better than vinegar.
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