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s we enter 2024, it’s tough not 
to think of 2023 as “the year of 
artificial intelligence.” After all, 

last year saw the wide dissemination 
of ChatGPT (launched at the end of 
November 2022 by OpenAI), a free-to-
use, large language model chatbot built 
to generate dialogue in response to 
human inquiry.1 

Unlike our old friend Google, a con-
struct of 1998 that seems quaint by 
comparison, ChatGPT does not pro-
vide a list of results based on a web 
search. Instead, as a form of genera-
tive AI, it provides answers to prompts 
by drawing from knowledge through 
machine learning, or the process by 
which computers learn from exam-
ples.2 The result is textual, human-like 
answers that are often detailed and 
context-specific.3 ChatGPT can pro-
duce essays, poems, computer code,4 
and — yes — contracts, legal briefs, and 
a host of other documents relevant to 
the legal community.5 

The legal industry, like many oth-
ers, spent 2023 in a flurry of reactive 

activity: Law schools 
amended honor codes to 
address AI-assisted learning,6 judges 
issued standing orders on AI-assisted 
briefing,7 and lawyers wondered how 
to harness the new power to research 
legal issues and even brainstorm 
strategy.8

So, where are we in 2024? We 
asked MAURA R. GROSSMAN, a professor 
in the School of Computer Science at  
the University of Waterloo; PAUL W. 
GRIMM, a retired federal judge and 
the David F. Levi Professor of the 
Practice of Law and Director of the 
Bolch Judicial Institute at Duke Law 

School (which pub-
lishes Judicature); and 

CARY COGLIANESE, a professor at the 
University of Pennsylvania Carey 
School of Law and director of the Penn 
Program on Regulation, to discuss the 
pros and cons of AI in the legal space 
as we enter this brave new world. 

Views about AI tend toward extremes: Either it 
will save the world from many of its current 
challenges, or it will destroy humanity as we 
know it. Where do you stand? Are you gen-
erally more positive or more negative about 
AI’s potential impact, especially on the legal 
system?

Scholars and technologists see both benefits and dangers for AI 
in the courts. One thing they agree on: AI is here to stay.

Right now, the applications are many and the guardrails few.  
We have serious concerns about the use of untested, invalid, 

or unreliable AI systems, “function creep,” discriminatory 
and inequitable outcomes, and the general hacker’s 

philosophy of “move fast and break things.” 

[GRIMM/GROSSMAN]
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GRIMM/GROSSMAN: We are enthusiastic  
about AI’s many potential positive 
benefits. But we also believe in the old 
Russian adage “trust but verify.” AI is 
a tool that can be wielded for good or 
for evil depending on how it is used 
and the safeguards that are placed 
around it. Right now, the applications 
are many and the guardrails few. We 
have serious concerns about the use 
of untested, invalid, or unreliable AI 
systems, “function creep,” discrimina-
tory and inequitable outcomes, and the 
general hacker’s philosophy of “move 
fast and break things.” 

We are most concerned about the 
ills we can already see, such as biased 
data and algorithms leading to dis-
criminatory outcomes and greater 
inequality; the proliferation of misin-
formation and disinformation, which 
will threaten our judicial system, if 
not our entire democracy; increased 
crime and fraud as a result of easily 
created and hard-to-detect deepfakes; 
and increased threats to personal pri-
vacy through the accumulation of 
massive amounts of personal informa-
tion in the hands of a few, unregulated 
big-tech companies with unabashedly 
selfish commercial interests. We are 
less troubled right now by existential 
risk, which seems possible only if AI 
is connected to a permanent energy 
source — so it cannot be unplugged or 
can learn to replicate itself; an unlim-
ited financial source — so it can fund 
its activities without human over-
sight; or the introduction of lethal 
autonomous weapons — so it could  
make “kill” decisions independent of 
human involvement.

   
COGLIANESE: AI won’t be perfect, but 
the aim should be to have it do more 
good than bad — and to make the world 
better, on balance, than it is today. 
Moreover, any question about how 

“good” or “bad” AI will 
be cannot be answered across 
the board. AI is not a singular technol-
ogy. It’s a proliferation of many varied 
technologies put to many varied uses. 
The types of AI algorithms vary, as do 
the datasets on which they train. Most 
importantly, the ways that AI algo-
rithms are used vary widely. Some of 
these uses can be very good, such as 
detecting cancers or curing diseases 
through precision medicine. Other 
uses are good even if seemingly banal, 
such as helping the U.S. Postal Service 
sort mail by reading addresses on let-
ters and packages. 

AI can also be put to bad uses, such 
as fomenting political strife through 
misinformation campaigns or creat-
ing fraudulent images or documents. 
Even then, good AI tools may help 
spot the frauds and filter out the 
misinformation. 

The highly varied uses for AI tools 
make it impossible to paint with a 
broad brush and declare that “AI 
is good (or bad).” Furthermore, the 
reality is that AI is here to stay. The 
challenge facing society is to ensure 
that the design, development, and 
deployment of AI will do more good 
than bad — and that it improves the 
status quo. This is where regulation 
comes in. Society needs ways to govern 
AI that can equitably reap its benefits 
while reducing its harms. If we can do 
that, then we can use AI to make the 
world better. Along the way, it’s worth 
remembering that a world depen-

dent solely on humans  
is imperfect, too. The key is to 

do better.

AI’s uses in the justice system are many: 
We have seen AI used in predictive policing, 
electronic discovery, evidentiary matters, sen-
tencing, and actually helping to decide cases. 
What uses ought we be most optimistic about? 
What uses ought we be most concerned about? 
Are there any legal instances where AI should 
never be used? 

GRIMM/GROSSMAN: We have long been 
proponents of using AI for electronic 
discovery and, frankly, we are baffled 
as to why — after a decade of sound 
empirical evidence — there is still hes-
itation to use technology-assisted 
review (TAR) to substantially reduce 
the time, cost, and burden of docu-
ment review. We are excited about the 
prospect of using AI to increase access 
to justice, to help self-represented lit-
igants determine whether they have 
a viable legal claim or defense, and to 
draft pleadings that properly address 
the jurisdictional, venue, and substan-
tive elements required to state a proper 
claim. Our enthusiasm also extends to 
its use by attorneys to increase pro-
ductivity and efficiency — provided 
that all AI-created pleadings are veri-
fied for accuracy before filing (both as 
to facts and as to citations). We can also 
see the benefits of online adjudication 
systems for small claims, housing, and 
traffic cases, where justice delayed is 
often justice denied. 

The challenge facing society is to ensure that the design, 
development, and deployment of AI will do more good than bad 
— and that it improves the status quo. . . . Along the way, it’s 

worth remembering that a world dependent solely on humans is 
imperfect, too. 

[COGLIANESE]
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We worry a bit about self- 
represented litigants who may use AI 
to abusively flood the courts with mer-
itless lawsuits, clogging the system 
and overwhelming court personnel 
and judges. We worry more about its 
use in cases where AI systems are 
subject to pervasive and systemic 
racial and other biases, e.g., predictive 
policing, facial recognition, and crim-
inal risk/recidivism assessment. We 
lose the most sleep over a court rely-
ing on AI applications or evidence as 
the primary or sole evidence support-
ing a consequential outcome (such 
as the imposition of a criminal sen-
tence) without sufficient assurances 
that the AI system has been trained 
on data and/or programmed so its 
validity and reliability can be demon-
strated empirically (i.e., it accurately 
does what it was designed to do and it 
consistently produces accurate results 
when applied to substantially similar 
facts, respectively); and that it is equi-
table, unbiased, and/or fair (assuming 
that we can reach consensus on what 
it means for an algorithm to be “equi-
table,” “unbiased,” and/or “fair”). When 
one or more of those conditions can-
not be met, we believe that AI evidence 
should be excluded. 

While in some situations relying on 
AI is at best ill advised, we are loath to 
ban its use in toto for most applica-
tions. AI systems need to be considered 

in light of their benefits and 
risks, the quality of the available alter-
native processes for decision-making, 
and the consequences of making a 
wrong decision because one or more 
of the conditions we specify have not 
been met. Use of a faulty AI software 
application that recommends a bad 
movie to watch simply raises different 
concerns than using a faulty AI appli-
cation for the purpose of determining 
the length of a criminal sentence to be 
imposed. 

COGLIANESE: It’s hard to say in the 
abstract that AI ought never be put to 
some uses. To be sure, any uses that 
are abhorrent if conducted without 
AI will still be abhorrent when con-
ducted with AI. And there are other 
uses where, due to current limitations 
in data or algorithmic designs, AI is not 
ready for prime time. But judgments 
about whether specific AI tools are too 
biased, unjust, or unsafe will need to 
be made on a case-by-case basis and 
they’ll never be permanent or absolute. 
The technology is changing rapidly. But 
the appropriate test in all cases should 
be how well AI performs compared 
with the status quo. 

With that comparative perspec-
tive in mind, we probably ought to be 
careful before concluding that some 
uses are just “too risky” ever to allow 
AI to handle them. If we think some 

uses are too risky for AI, then presum-
ably they’re risky without AI. Human  
decision-making is prone to bias and 
error, too. If AI tools can be shown 
to perform risky tasks better than 
humans, we ought to be open to con-
sidering AI.

Already, we see AI doing some 
amazing things. In November 2022, 
ChatGPT’s version 3.5 took the world by 
storm, but still only scored at the 10th 
percentile on the uniform bar exam. 
By March 2023, though, when OpenAI 
released ChatGPT version 4.0, this AI 
tool not only passed the uniform bar 
exam — but did so at the 90th percentile! 

Still, as any lawyer can surely tes-
tify, the practice of law is not the same 
as the bar exam. Humans still outper-
form AI on tasks that call for creative 
problem-solving and out-of-the-box 
thinking. AI depends on very large 
sets of data to perform pattern rec-
ognition and forecasting. Although 
it can perform many of these kinds 
of tasks very well — even beating 
humans at detecting fraud, predict-
ing recidivism, and finding errors in 
documents9 — many tasks will remain 
that humans do best. Truly sui generis 
judgments cannot be decided by AI 
tools, for example, even though they 
come before legal institutions with 
considerable frequency. And AI tools 
cannot make ultimate value judg-
ments — however good they get 
at performing other sophisticated 
tasks. I agree with the thrust of Chief 
Justice John Roberts’s views about AI 
— expressed recently in his year-end 
report on the judiciary — that there 
will long remain important work for 
lawyers and judges to do.10 

The challenge ahead will be to find 
the best ways for humans and comput-
ers to collaborate. We may also need to 
reimagine the work of lawyers, judges, 
and other personnel in our courts 

Use of a faulty AI software application that recommends a bad 
movie to watch simply raises different concerns than using a 
faulty AI application for the purpose of determining the length 

of a criminal sentence to be imposed. 

[GRIMM/GROSSMAN]
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and bureaucracies. If we can lighten 
humans’ share of paperwork process-
ing, routine order drafting, and other 
regular tasks, maybe we can unleash 
humans to do more of what they dis-
tinctively excel at. I’d like to see a world 
in which courts and bureaucracies 
provide greater human empathy and 
compassion. I’d also like to see them 
provide empathic support that is more 
accessible, consistent, and unbiased. 
Maybe the path to this more humane 
future will, ironically, depend on a tech-
nology that disrupts how we conceive 
of human effort in the legal profession.11 

AI offers exciting access-to-justice possibili-
ties. AI lawyers12 and AI judges,13 for instance, 
have already been employed, primarily abroad, 
to make the courts more accessible for indi-
vidual litigants. What do you think about this 
new horizon? 

GRIMM/GROSSMAN: When AI is used to 
assist self-represented litigants in 
drafting factually accurate pleadings 
that address the required elements for 
stating a claim, or when AI is used to 
create greater efficiencies for paying 
clients, this obviously has the poten-
tial to increase access to and reduce the 
staggering costs of justice. Similarly, a 
judge or judicial clerk who uses AI as 
an initial means of finding controlling 
authority to resolve a dispute — follow-
ing that up with independent research 
and personal consideration of the facts 
— may be able to more quickly issue 
opinions and reduce court backlogs. 
Online legal and judicial resources are 
generally a positive development. They 
make it easier to access and navigate a 
complex and often painfully slow legal 
system. The key to the proper use of AI 
in the law is as a tool to assist litigants, 
counsel, and judges in performing legal 
tasks — not to replace them, including 
the independent professional judgment 

they offer. We believe much remains to 
be said for having one’s day in court, 
especially when the stakes are high. 

COGLIANESE: People are already get-
ting acclimated to AI in other spheres 
of their lives, which presumably will 
make them more comfortable with AI 
in their interactions with the legal sys-
tem. Indeed, citizens may even come to 
demand the use of AI tools — especially 
if they are shown to lead to swifter, 
more accurate and consistent resolu-
tion of claims or disputes. Some survey 
research already reveals this public 
receptivity to consequential uses of AI. 
And private sector experience seems 
encouraging, too. eBay, for exam-
ple, has a totally automated system 
for resolving disputes that reportedly 
leaves customers so satisfied that they 
return to eBay more frequently than 
customers who never had any disputes 
to resolve. Admittedly, the work pri-
vate firms’ online customer service 
complaint systems do is not exactly 
what courts do. But the point is that 
as AI-based automation gets woven 
into individuals’ daily lives, it is likely 
that people will accept AI for uses tra-
ditionally performed by lawyers and 
courts. And if AI provides a comparable 
or superior vehicle for making tradi-
tional legal services and support more 
accessible to more people, we should 
all applaud the result.

ChatGPT — a recently popularized AI tool that 
can provide detailed responses to specific 
textual prompts — has caused disruption 
in many industries. Recently, for instance, 
a judge in Colombia used ChatGPT to assist 
in making a decision by feeding the AI tool a 
series of questions.14 What should the courts 
make of the tool’s powers and possibilities? 
Should courts be using ChatGPT and, if so, 
how? 

GRIMM/GROSSMAN: The courts must pay 
close attention to Generative AI (GenAI) 
tools like ChatGPT. GenAI — and, in 
particular, deepfakes — will unques-
tionably make future evidentiary issues 
far more challenging for both the 
bench and bar. Parties can be expected 
to present AI-generated evidence as 
genuine and accurate, and to challenge 
authentic evidence as deepfake. Cases 
involving GenAI are likely to require 
expensive forensic experts for the 
foreseeable future, and there is a real 
risk that juries will become increas-
ingly skeptical of all evidence. ChatGPT 
already raised judicial eyebrows in 
2023, when counsel in a federal case 
filed in the Southern District of New 
York used the tool in legal research 
and cited numerous nonexistent cases 
in a brief, leading multiple courts to 
promptly issue standing orders requir-
ing disclosures and certifications when 
attorneys use GenAI tools to prepare 
pleadings. 

Cases involving GenAI are likely to require expensive 
forensic experts for the foreseeable future, and there is a real risk 

that juries will become increasingly skeptical of all evidence.

[GRIMM/GROSSMAN]

Published by the Bolch Judicial Institute at Duke Law. Reprinted with permission. 
© 2024 Duke University School of Law. All rights reserved. JUDICATURE.DUKE.EDU



Judicature 69

u

While judicial officers might be 
tempted to use GenAI tools like 
ChatGPT in decision-making and 
drafting opinions, we have advo-
cated for caution and restraint in this 
regard, until the tools are more trust-
worthy. The U.S. Constitution vests 
decision-making authority in human 
judges, not AI, and tools using GenAI 
are prone to error. There is simply no 
room for algorithmic hallucinations in 
judicial opinions. Judicial use of GenAI 
may also raise due process concerns if 
courts consider evidence or arguments 
presented by ChatGPT that were not 
presented by the litigants themselves. 

COGLIANESE: In its canonical decision on 
procedural due process — Mathews v. 
Eldridge — the Supreme Court articu-
lated a three-part balancing test for 
determining the fundamental fairness 
of a governmental process. One of the 
three parts — the interests of the indi-
vidual — is entirely independent of any 
type of process, including one based 
on AI. But the other two parts — the 
accuracy of a process and the costs 
to the government — are ones that 
would presumably weigh in favor of 
using AI. These digital tools can make 
more accurate decisions than humans, 
and their use in automated systems 

promises to lower the costs of adjudi-
catory services. On this basis, it’s hard 
to argue that constitutional due pro-
cess categorically precludes their use. 
Quite the contrary, someday adher-
ence to constitutional values might 
very well demand the use of AI.

This is not to say that judges today 
should hand over decision-making 
to ChatGPT and the like. AI can still 
hallucinate. And uploading informa-
tion on web platforms that are not 
safeguarded can raise privacy and eth-
ical concerns. Caution is still in order. 
And just as some judges in the United 
States have issued guidance for the 
use of AI by lawyers appearing in their 
courtrooms, the judiciary in England 
and Wales has issued guidance for the 
use of AI by judges themselves.15 That 
guidance would be worthwhile for 
judges and their clerks in the United 
States to consider. Yet as technol-
ogy gets more powerful and accurate, 
and as secure systems are developed 
to protect confidential information, I 
predict that judges around the world 
will make AI tools a regular part of 
their work. Just as judges have long 
relied extensively on law clerks to 
help them draft orders or opinions, 
and just as both judges and their clerks 
have relied for decades on electronic 

databases in their research, they will 
eventually come to rely on large lan-
guage models.

In Wisconsin v. Loomis, the Wisconsin 
Supreme Court held that the trial court’s con-
sideration, as part of the sentencing process, 
of an algorithmic risk assessment tool that 
estimates the risk of recidivism did not vio-
late due process — even though the tool’s 
internal methodology was not disclosed to the 
defendant who sought to challenge it. Much 
has been made of Loomis since it was decided 
in 2016. Do you agree with the decision? 
Should judges be able to rely on black-
box algorithmic risk-assessment tools for  
decision-making? Relatedly, to what extent 
does AI have the potential to eliminate bias in 
our legal system versus to perpetuate exist-
ing biases? How important is explainability? 

GRIMM/GROSSMAN: Reliance on AI for 
legal or adjudicatory functions must be 
conditioned on a satisfactory showing 
that the AI system is valid, reliable, and 
equitable, unbiased, and/or fair. Those 
three conditions can only be deter-
mined if the proponent of the use of 
AI (or of AI evidence) can demonstrate 
that it meets these criteria. Generally, 
that cannot be done unless the users, 
affected parties, and the court under-
stand how the AI was developed, 
trained, operated, and achieved its 
results. This requires an appropriate 
level of transparency and explana-
tion by the proponent of the AI system 
(or evidence), and a fair opportunity 
for the party opposing the AI system 
(or evidence) to understand enough 
to fashion a challenge to its use or 
admissibility. 

Some courts have deprived parties 
seeking to challenge AI evidence of the 
opportunity to do so, or to undertake 
reasonable efforts to test it, because 
the AI developer resisted disclosure of 
information based on claims of propri-

If AI provides a comparable or superior vehicle for making 
traditional legal services and support more accessible

to more people, we should all applaud the result.

[COGLIANESE]
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etary trade secrets. Wisconsin v. Loomis 
is a good example of this. The court in 
Loomis reasoned that the defendant 
did not have a due process right to test 
the COMPAS AI program that calcu-
lated his likelihood of recidivism, in 
part, because the software used was 
only one factor considered by the 
judge, who had an independent obliga-
tion to determine the proper sentence 
given all of the evidence. But this fails 
to account for the fact that, without 
the defendant’s ability to challenge the 
validity and reliability of the COMPAS 
AI program’s prediction, the judge 
was entirely unequipped to assess the 
weight to be given to the algorithmic 
recidivism prediction. And balanced 
against the risk of imposing an unjus-
tifiably long criminal sentence based, 
in part, on an erroneous AI-generated 
prediction, the alternative of allowing 
the defendant access to the program 
to test and challenge it — subject to a 
reasonable order protecting the devel-
oper’s trade secrets — seems the better 
choice (and certainly the fairer one). 

The better reasoned judicial deci-
sions, of which there are a growing 
number, permit some level of dis-
covery about the data, algorithm, 
functioning, and output of the AI sys-
tem, subject to a protective order. The 
phrase “black box” typically refers to 
a system that lacks such transparency, 
but it can be a misleading concept. 
A judge need not see or even under-
stand every nuance of how the AI 
system operates, so long as the pro-
ponent can explain the process by 
and circumstances under which it has 
been developed, trained, and — most 
importantly — tested. Without such 
testing, it is impossible to determine, 
for example, whether the AI system 
is more or less biased than any avail-
able alternative approach (including a 
fully human process). AI that has been 

properly designed, devel-
oped, and deployed can be relied on 
for many legal purposes if exacting 
and independent auditing and vali-
dation of the system have occurred. 
Thus, the notion of “explainability” 
may more usefully be thought of as 
the ability to demonstrate that the 
AI system unequivocally meets the 
requirements of validity, reliability, 
and equity, lack of bias, and/or fair-
ness, rather than as a description of 
its technical inner workings. 

   
COGLIANESE: Lots of great questions! 
They deserve longer answers than 
we have space here, so maybe this 
is as good a time as any to refer to 
some relevant articles of mine (all 
available on SSRN): Transparency 
and Algorithmic Governance; AI in 
Adjudication and Administration; 
From Negative to Positive Algorithm 
Rights; Moving Toward Personalized 
Law; and Procurement and Artificial 
Intelligence.16 With that note, I hap-
pily offer brief answers here, with 
the understanding that anyone inter-
ested in more extended discussion 
will know where to find it elsewhere. 
Here goes: 

Yes, Loomis was correctly decided 
on the basis of prevailing due process 
law. Procedural due process is a bal-
ancing act. It allows for innovations 
in processes as long as fundamen-
tal information is provided about how 

decisions are made. Also, in 
Loomis the human judge was still kept 
“in the loop.”

Yes, judges should be able to rely 
on algorithmic risk-assessment tools, 
provided they are well-calibrated, un- 
biased, validated, and sufficiently 
transparent. The tool in Loomis, 
it should be noted, was not a 
machine-learning algorithm — it was 
not black box in any intrinsic sense. 
Instead, it was black box because 
the outside firm that developed the 
risk-assessment tool claimed pro-
prietary protection. That kind of 
black-box situation should and can 
be easily prevented. Courts that rely 
upon outside data analytic firms  
should insist, during procurement,  
on contractual assurances of robust 
transparency and adequate testing.

Yes, AI has the potential to eliminate 
bias — but yes, if used unthinkingly 
it also has the potential to perpetu-
ate existing biases. I’m optimistic that 
AI ultimately will do more to elimi-
nate bias. Why? Right now, too many 
biases are hidden. But because AI will 
only work with large datasets, using it 
will necessarily mean we have to col-
lect a lot of data. When we have the 
data, we can begin to see unjust biases 
better and take steps to reduce them. 
Furthermore, the steps needed to 
de-bias AI will be mathematical. That’s 
likely to be easier than rooting out the 
implicit biases in humans.

Machine-learning algorithms work in ways that are strikingly 
different than — and often counterintuitive to — the 

conventional statistics that judges may have learned in college. 
To use the new digital tools responsibly, and to pass judgment 
on their results as evidence put forward in litigated disputes, 

judges need to be armed with knowledge.

[COGLIANESE]
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And yes, explain-
ability is important. But 
what counts as a sufficient explana-
tion for an automated decision from 
a validated AI-based tool might not 
equate to a traditional judicial opin-
ion. Moreover, let’s not kid ourselves. 
As legal realists showed long ago, how 
humans explain their decisions doesn’t 
necessarily equate to how they really 
reach those decisions. Perhaps human 
decision-making is as much of a black 
box as any. 

Many universities have expressed serious 
concerns about students using large language 
models to complete their coursework. GPT-4 
was able to pass the bar exam at the 90th per-
centile. Should law students be prohibited from 
using such tools to assist with their written 
work? Should faculty be prohibited from using 
them in preparing scholarly works for publica-
tion? What about junior associates using them 
for preparing pleadings?  

GRIMM/GROSSMAN: As we move into an 
increasingly technology-enabled soci-
ety and legal industry, we need to 
ensure that law students receive suf-
ficient technical training and obtain 
sufficient digital literacy to practice 
effectively and efficiently in this new 
world. The rules of professional con-
duct in most states already require 
technical competence. Therefore, 

students must be 
exposed to GenAI tools 

in law school so they understand their 
capabilities and limitations. That said, 
we cannot afford to teach budding law-
yers to outsource to AI essential legal 
skills such as issue-spotting, critical 
thinking, and problem-solving. Those 
skills will remain necessary for all 
attorneys, even those who function 
with the assistance of AI adjuncts. 

Law schools should provide opportu-
nities to integrate AI into legal studies 
but also develop and assess students’ 
reasoning and writing skills separate 
and apart from that. We see no prob-
lem with junior associates using GenAI 
as a starting point for drafting exer-
cises — if they verify the accuracy and 
veracity of all AI output, including not 
only any facts but especially all case 
citations and other references. 

COGLIANESE: When I was in law school, 
we were taught not to rely on head-
notes, digests, and annotations as 
anything more than potentially help-
ful finding aids. I was also taught to 
be careful about using commercial 
outlines as study aids. We were given 
these warnings not merely because 
these materials were not the law but 
also because they could and did — and 
still do — contain inaccuracies. Undue 
reliance on them would also short-

change our opportunity to develop 
our skills and knowledge as lawyers. 
This same caution applies today with 
respect to AI. Law students and new 
attorneys still need to do the work 
themselves that’s needed to learn 
to think analytically and write well. 
Indeed, only if they can do those tasks 
proficiently are they likely to be able to 
know how to use AI tools responsibly. 
There are no complete shortcuts.

What is the most important thing for judges to 
keep in mind about AI moving forward? What 
trends, promises, or pitfalls should they focus on? 

GRIMM/GROSSMAN: It is important for 
judges to bear in mind that AI is 
not something to be feared. AI sys-
tems are merely computing tools 
designed to perform certain func-
tions to augment or replace human 
effort. Those functions can be per-
formed validly, reliably, and equitably 
— or not. The performance of such AI 
tools may exceed or lag behind fully 
human alternatives. Obtaining suf-
ficient empirical information about 
the development and performance of 
AI systems is the critical gatekeeping 
role that judges must play. 

Until it is confirmed that the AI is the 
right tool for the job, that it can accom-
plish that job with sufficient accuracy 
and consistency, and that its input, 
functioning, or output is not subject 
to systemic bias, its use or acceptance 
as evidence should not be permit-
ted in the justice system. Period, full 
stop. The burden of proof rests with 
the proponent to demonstrate this, 
and the opposing party must be given 
a reasonable opportunity to challenge 
these assertions. Once the court has 
this information, it can weigh the ben-
efit of using the AI system or evidence 
versus the prejudice or negative out-
come that could occur if the AI is not 

Until it is confirmed that the AI is the right tool for the job, that it can 
accomplish that job with sufficient accuracy and consistency, and 
that its input, functioning, or output is not subject to systemic bias, 

its use or acceptance as evidence should not be permitted in 
the justice system. Period.

[GRIMM/GROSSMAN]
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sufficiently valid, reliable, or fair, and 
make a just decision. When the risk or 
prejudice outweighs the benefits, the 
use of the AI system and the admis-
sion of AI evidence it produces should 
not be permitted. It is as simple and 
straightforward as that.

   
COGLIANESE: The most important thing 
judges can do is to increase their 
understanding of the mathematics 
behind AI tools. A variety of online 
courses are available, and there are 
and will continue to be accessible 
books and articles that judges can read. 
Machine-learning algorithms work in 
ways that are strikingly different than 
— and often counterintuitive to — the 
conventional statistics that judges 
may have learned in college. To use 
the new digital tools responsibly, and 
to pass judgment on their results as 
evidence put forward in litigated dis-
putes, judges need to be armed with 
knowledge.
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